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Abstract: UAV remote sensing technology is used to accurately and efficiently identify crops in farmland, providing technical 
support for obtaining crop category information in time and realizing precision agriculture.  Obtain multi-spectral images of 
farmland peach trees, corn, weeds and other ground objects with quadrotor equipped with a multi-spectral camera, and use the 
method of principal component analysis to transform the multi-spectral image, retain the first 2 spectral bands with the most 
information content, and calculate 16 textures from 7 vegetation indices, 6 reflectances and 2 principal component bands, 
totaling 29 The item feature is used as the feature parameter of the classification sample.  The ReliefF algorithm is used to 
screen the spectral features and texture features respectively.  The 11 features obtained (blue reflectivity, green reflectivity, red 
edge reflectivity, normalized green band difference vegetation index, enhanced vegetation index, ratio vegetation index, first 
One principal component correlation, second principal component synergy, information entropy, second moment, correlation).  
from the screening form the A-group feature data set.  All the spectral features extracted from the image form the B-group 
feature data set and all the extracted texture features form the C-group feature data Set, all 29 features form the D feature data 
set.  SVM support vector machine is used to supervise and classify the 4 groups of feature data sets, and the accuracy of the 
classification results obtained is evaluated.  The accuracy of the supervised classification model trained on the single category 
feature data sets of B and C is poor, and the SVM supervised classification model trained on the feature data set of the ReliefF 
algorithm has a better classification effect, with an overall accuracy of 90.09%, and the Kappa coefficient of 0.86.  The SVM 
model trained on the feature data set D has the best classification effect, with an overall accuracy of 92.01%, and the Kappa 
coefficient of 0.89.  The ground object classification based on UAV multi-spectral images is efficient and feasible, which 
provides a reference for timely acquisition of crop planting structure in farmland. 
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1  Introduction  

The core of precision agriculture[1-5] is to use information 
technology to accurately grasp the information of field crops in 
time to achieve precise irrigation, spraying and fertilization in each 
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area.  Efficient and accurate acquisition and identification of field 
features are the basis for precision agriculture.  UAV remote 
sensing technology can quickly acquire crop image data in large 
areas, which provides the possibility for efficient extraction of field 
crop categories.  The identification of typical crops is a hot topic 
in the current agricultural research.  Using drone remote sensing 
technology to quickly and accurately obtain the types of farmland 
crops is of great significance to the realization of precision 
agriculture.  Currently, there is extensive research in the field of 
satellite remote sensing for farmland feature recognition.  Bai 
Xue[6] and others used Landsat 8 and Gaofen No.  1 remote 
sensing images to investigate crop planting information and select 
different supervision classification methods.  The main crops in 
shawan county have been identified and classified, and satisfied 
experimental results is achieved.  Wanga[7] et al. used 
multi-temporal Landsat satellite images to perform Fourier 
transform processing and extract multiple vegetation indices from 
them, and selected feature values extracted from different crops for 
optimal selection, and used random forest and unsupervised 
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Gaussian mixture models for crop classification, Liu Jia[8] et al. 
used the feature extraction process of the NDVI time series curve 
of HJ-1A/B images to obtain the obvious characteristics of bulk 
crops, which confirmed the feasibility of crops classification for HJ 
satellite time series images.  Although satellite remote sensing 
technology has become mature in ground feature recognition, it has 
problems such as susceptibility to weather conditions, poor 
effectiveness, and low temporal and spatial resolution.  At the 
same time, it is often difficult to meet the extraction of ground 
feature recognition information at the field scale.  It is difficult to 
achieve the purpose of precise fertilization and medication. 

UAV remote sensing technology has the advantages of high 
feasibility, strong real-time performance, low cost, convenience 
and high efficiency.  It is widely used in the acquisition of remote 
sensing data in small areas.  Compared with satellite remote 
sensing data, UAV remote sensing data has higher time resolution, 
and is more appropriate to extract.  the spectrum, texture and 
geometric characteristics of various ground objects, making it 
possible to obtain crop information efficiently and accurately.  At 
present, in the application of ground feature recognition and 
classification, the UAV platform is usually equipped with a digital 
camera to capture the farmland planting information.  Mitch 
Bryson[9] proposed a method of using low-altitude drones to collect 
visible light data.  Based on visible light images to extract the 
color and texture features of vegetation, which is used for 
large-scale terrain classification with good results.  Gnadinger[10] 
and others used drone remote sensing technology to obtain visible 
light images of field crop canopy and analyze the image data, and 
realized the accurate recognition of corn seedlings through the 
threshold method, which provided a new method for fast and 
accurate farmland crop classification.  Dai Jianguo[11] obtained 
crop visible light images through drones, performed color space 
conversion and texture filtering processing on the images, filtered 
and trained the extracted features to obtain a classification model, 
combined with manual classification results to achieve accurate 
classification of crops.  Han Wenting[12] and others used UAV 
remote sensing technology to obtain visible light images of the 
field, extract multiple texture features of the five types of ground 
objects in the image, and achieve the extraction of corn planting 
information by filtering single classification features and 
combining hierarchical classification features.  The above studies 
are based on UAV remote sensing technology to collect visible 
light image data to classify and recognize features.  The visible 
light data only contains three bands of  RGB, which contains less 
spectral information and the process of extracting corresponding 
features of different features is relatively complicated.  Compared 
with visible light, Multispectral sensors contain more spectral 
information, and have more advantages in identifying the types of 
ground objects.  Dai Jianguo[13] and others used UAV 
multi-spectral images to extract the spectral reflectance information 
of normal cotton and Lodging cotton, and established the best 
model of cotton Lodging disaster monitoring.  Cui Meina[14] and 
others used unmanned aerial vehicle remote sensing technology to 
obtain multispectral images of the test area, constructed 20 spectral 
index characteristic factors for the target area, and successfully 
constructed a logistic regression monitoring model for the 
identification of cotton field mites.  Dai Jianguo[15] and others 
used unmanned aerial vehicles to obtain visible light images of the 
test area, extracted texture features and low-pass filtering features 
of various objects in the test area, and used ReliefF-Pearson 
algorithm feature selection to perform data dimensionality 

reduction to obtain the best feature set.  Five supervised 
classification models were used to classify and identify the crops in 
the verification area, and it was found that the SVM was used to 
classify the best results.  Many scholars use UAV multi-spectral 
images to classify farmland features.  There are disadvantages 
such as complex methods, low efficiency, and high cost.  UAV 
visible light remote sensing data has a small amount of image 
spectral information, and the vegetation index that can be 
constructed is limited, causing problems such as low classification 
accuracy.  To solve this problem, UAV multi-spectral remote 
sensing data is used, which has more spectral bands, so it can be 
constructed a variety of vegetation indices are used for the 
information extraction of farmland crop characteristics, and at the 
same time, the feature screening method is used to reduce the 
dimension of the feature data, which improves the recognition 
efficiency and guarantees the classification accuracy of the 
farmland crops.  This paper uses drones equipped with 
multi-spectral cameras to obtain high-resolution crop remote 
sensing image data containing multi-band spectral information, and 
studies the rapid and accurate acquisition of farmland based on 
drone multi-spectral remote sensing images.  The method of crop 
classification provides a reference for timely and efficient 
acquisition of farmland feature categories.   UAV remote sensing 
technology is used to collect multi-spectral images of farmland 
crops.  By extracting the vegetation index, spectral reflectance and 
texture characteristics of different ground objects, the peach trees, 
corn, weeds and other ground objects in the study area are analyzed.  
The planting structure information is extracted and accuracy 
verified.  The SVM is used to supervise and classify the feature 
data set, and the pixel-level semantic recognition of a variety of 
crops in the test area is provided, which provides a method for 
quickly identifying different types of ground objects in the field, to 
provide a reference for UAV multi-spectral remote sensing in 
farmland feature type identification. 

2  Materials and Methods  

2.1  Study area and data acquisition 
The test site is a hilly farmland in Xiaoli Village 

(36°21′4.10″N, 118°05′44.62″E), Boshan District, Zibo City, 
Shandong Province.  The terrain is undulating, with various crop 
types and complex planting structures.  This area belongs to the 
temperate monsoon climate.  The image data was collected on 
June 25, 2020, and the collection period was 11:00-12:30.  The 
drone is selected by Shenzhen DJI Technology Co., Ltd. Jingwei 
M210V1 quad-rotor drone with a flight time of 20 minutes.  The 
machine is equipped with an MS600Pro multi-spectral camera to 
obtain image data.  The sensor captures 6 channels, including blue, 
green, red, red edges, near-infrared (840 nm) and near infrared  
(940 nm).  The image resolution is 1280×960, and the captured 
image is stored in the SD card.  On the day of data collection, the 
weather was clear and Southeast wind 1, which met the 
requirements of drone flight.  The experimental design of the 
UAV has a flying height of 80 m, a flying speed of 4 m/s, a 
heading overlap of 85%, and a side overlap of 85%.  Images are 
collected in a vertical manner, and a total of 2628 images of 6 
single-channel images are obtained. 

First, the YusenseRef software was used to perform 
radiometric correction on all the images obtained in the test area, 
and then the pix4Dmapper software was used to perform geometric 
correction and image stitching on all single images after 
radiometric correction.  According to the POS data collected on 
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the fly, find the splicing points of the pictures, and stitch the 
pictures, Calculate the original image to generate a point cloud 
mode.  and finally add texture data to obtain 6 single-band images, 
including blue, green, red, red edges, near-infrared (840 nm), 
near-infrared (940 nm) bands.  Through the Layer Stacking 
function of ENVI software, 6 single-band images are fused into a 
multi-spectral image, and three RGB bands are selected for display 
after fusion, as shown in Figure 1. 

 
Figure 1  Experimental region 

 

2.2  Research approach 
This experiment takes the multi-spectral image collected from 

farmland in the hilly and mountainous areas as the research object.  
The principal component analysis algorithm (PCA) is used to 
reduce the dimensionality of the multi-spectral image to extract 
peach trees, corn, weeds and other (naked trees) in the region of 
interest.  The reflectance, vegetation index and texture features of 
ground, shadow, etc. are used as classification features.  The 
extracted features are classified and selected to obtain 4 feature 
data sets, and SVM (support vector machine) is used to supervise 
and classify the 4 feature data sets.  After performing 10-fold 
cross-validation on the resulting classification model, the 
classification accuracy is compared, and the classification model is 
used to identify the type of features in the verification area, and 
finally the confusion matrix accuracy verification is performed on 
the classification results obtained from each feature set.  The 
technical route is shown in Figure 2. 
2.3  Data Processing 

This article selects 7 commonly used vegetation indices[16-23]: 
SAVI, OSAVI, GNDVI, NDVI, DVI, RVI, and EVI, and performs 
band calculations through the Band Math function of the ENVI 
software to obtain 7 vegetation index grayscale images.  The 
Layer stacking function in ENVI fuses the obtained 7 planting 
index grayscale image with the original 6-band spectral reflectance 
image to obtain an image containing 7 vegetation index and 6 
spectral reflectance information, which constitutes a classified 
spectral feature set. 

Each band of the multispectral image contains a large amount 
of information, and there is information redundancy between the 
bands.  In order to reduce the correlation between the bands and 
reduce the information redundancy phenomenon, this experiment 
uses the principal component analysis method[24-26] (principal 
component analysis, PCA) to perform data dimensionality 
reduction on multispectral data. 

The PCA transformed multi-spectral image has 6 principal 
components, and the information content is 98.25%, 1.52%, 0.17%, 
0.04%, 0.017%, 0.003%, respectively.  Because the accumulated 

information of the first two principal components accounted for 
99.77% of the total data information, this paper selects only the 
first two principal components that contain the most information, 
and discards the remaining four principal components. 

 
Figure 2  Technology roadmap 

 

2.4  Feature Processing 
2.4.1  Feature Extraction 

The phenomenon of different spectra and foreign objects of the 
same spectrum in the classification of multi-spectral image features 
is an important reason for the reduction of classification accuracy.  
In order to suppress the occurrence of this phenomenon, reduce 
misclassification and omission, and improve classification accuracy,  
the following two methods are usually used: one is to further 
process the spectral information to improve this situation, and the 
other is to introduce new classification features and integrate 
multiple features to accurately identify ground objects.  As an 
image feature, texture can not only consider the grayscale 
difference of the pixel itself, but also highlight the difference in the 
relationship between each pixel.  Therefore, it is selected to 
extract the texture features of peach trees, corn, weeds and other 
ground objects in the multispectral image.  At present, the most 
used texture analysis method is the gray-level co-occurrence matrix 
method[27-30].  This paper chooses to calculate 8 texture feature 
parameters including: Mean, Variance, Homogeneity, Contrast, 
Dissimilarity, Entropy, Angular Second Moment, Correlation. 

The gray-level co-occurrence matrix describes the probability 
that a pair of pixels separated by d pixels in the direction θ have 
gray levels i and j, respectively, and its elements can be denoted as 
P(i, j|d,θ).  When θ and d When selected, it is abbreviated as Pij, 
and its order is determined by the number of gray-scale 
quantization layers of the image.  A set of parameters can be 
calculated from the gray-level co-occurrence matrix and used to 
quantitatively describe the texture characteristics of the image.  
For example, the contrast is gray-scale A measure of uniformity of 
distribution.  The more uneven the distribution, the greater the 
difference in Pij and the greater the contrast; correlation can be 
used to describe the degree of similarity between row elements or 
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column elements in the Pij matrix.  It is a measure of the linear 
relationship of gray levels.  Its expression formula is as follows: (1). 

, |d, ) #{( , ) | ( , ( , ) ;
                     , 0,1,2,..., 1}
P i j x y f x y i f x dx y dy j

x y N
θ = = + + =

= −

（ ） ，
  (1) 

 
Figure 3  Gray Level Co-occurrence Matrix 

 

In the horizontal direction, which is the 0 direction, there are a 
total of 4 of 0-0; a total of 2 of 0-1. 

 
Figure 4  Calculation 

 

The gray-level co-occurrence matrix provides information on 
the image gray direction, interval, amplitude of change, and speed, 
but it cannot directly provide the characteristics of different 
textures.  Therefore, it is necessary to extract statistics used to 
quantitatively describe texture features on the basis of the 
gray-level co-occurrence matrix Attributes.Select eight commonly 
used feature statistics used to extract texture information from 
remote sensing images as shown in the following Table 1. 

 

Table 1  Texture feature 
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Mean 
1 1

0 0

1 ( , , , )
M N

i j
f i j d

MN
θ

− −

= =
∑ ∑  

Variance 
1 1

2

0 0
( ) ( , , , )

M N

i j
i f i j dμ θ

− −

= =

−∑ ∑  

Homogeneity 
1 1

2
0 0

( , , , )
1 ( )

M N

i j

f i j d
i j

θ− −

= = + −∑ ∑  

Contrast 
1 1

2

0 0
( ) ( , , , )

M N

i j
i j f i j d θ

− −

= =

−∑ ∑  

Dissimilarity 
1 1

0 0
( , , , )

M N

i j
i j f i j d θ

− −

= =

−∑ ∑  

Entropy 
1 1

0 0
( , ) lg ( , , , )

M M

i j
f i j f i j d θ

− −

= =

−∑ ∑  

Angular Second Moment 
1 1

2

0 0
( , , , )

M N

i j
f i j d θ

− −

= =
∑ ∑  

Correlation 
21 1

2
0 0

( )( ) ( , , , )M N

i j

i j f i j dμ μ θ
δ

− −

= =

− −∑ ∑  

 

Through the Co-occurrence-Measures function of ENVI 
software, the second-order probability statistical filter is used to 
calculate the first two principal component bands after PCA 
dimensionality reduction, and the texture features of each image are 
extracted to form a feature set containing 16 texture features.  The 

filter window size is set to 7×7, the variation of the spatial 
correlation matrix X and Y are both set to 1, and the gray level is 
set to 32. 
2.4.2  Feature set selection 

In order to improve model operation efficiency, reduce data set 
dimensions and eliminate information redundancy, this paper 
chooses to use ReliefF algorithm to reduce the dimensionality of 
the original data set.  The purpose of feature selection is to reduce 
the dimensionality, reduce the difficulty of learning tasks and 
improve the efficiency of the model.  The common feature 
selection methods mainly include four types: filtering, wrapping, 
filtering and wrapping combined algorithms, and embedded[24,28]. 

The ReliefF algorithm is a typical filter selection method[31-34].  
The algorithm is simple and has high operating efficiency, so it is 
widely used.  When the ReliefF algorithm deals with multiple 
types of problems, it randomly takes a sample R from the training 
sample set each time.  And then find the k nearest neighbor 
samples (near Hits) of R from the sample set of the same kind as R, 
find k nearest neighbor samples (near Misses) from the sample set 
of different classes of each R, and then update the weight of each 
feature to make it suitable for the feature screening and 
dimensionality reduction in this paper. 

There are many methods to reduce the dimensionality of data 
and eliminate information redundancy.  At present, feature 
selection algorithms are widely used to weight all the extracted 
feature data and select the best processing.  This paper proposes a 
method to reduce the dimensionality of different feature attributes 
to extract feature parameters, The ReliefF algorithm is used to 
screen texture features and spectral features respectively, and the 
screening results are used to supervise the training of the 
classification model.  The ReliefF feature selection algorithm is 
implemented by Python software programming, which calculates 
and sorts the classification weights of 16 texture features and 13 
spectral features respectively.  The spectral features are all 
features with a weight value greater than 0.001, and the texture 
features are all features with a weight greater than 0.01.  A total of 
11 features constitute the feature data set of Group A, which are: 
(blue reflectivity, green reflectivity, red edge reflectivity, 
normalized green band difference vegetation index, enhanced 
vegetation index, ratio vegetation index, first One principal 
component correlation, second principal component synergy, 
information entropy, second moment, correlation). 

Select 16 texture feature parameters to form group B data, 13 
spectral feature parameters to form group C data, and all 29 feature 
parameters to form group D data. 
2.5  Supervise the construction of classification models 

The test is divided into the target area and the verification area.  
Figure 5 shows the RGB images of the verification area and the 
target area respectively.  The verification area has been 
investigated on the type of features on the spot, and the features in 
the verification area are divided into the area of interest as the 
ground truth through manual selection.  The region of interest is 
selected with a random point as the center, and the feature average 
within the range of 3×3 pixels is used as the ground truth.  Sample 
feature data to ensure that each region of interest contains 9 pixels. 

The ENVI software ROI tool was used to select sample points 
in the target area and the verification area.  The ground objects in 
the target area are peach trees, corn, weeds, and other ground 
objects (bare land and shadows, etc.), and the ground objects in the 
verification area are corn, weeds, etc., Peach trees, and other 
features.  After collecting images on the day of the test, a field 
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survey was conducted to determine the actual features and verify 
them as true values.  Manually classify various features in the 
image and select the region of interest (ROI).  Each ROI 
represents a sample of data.  In the target area, the interest areas of 
various features was selected: 140 peach trees, 60 weeds, 100 corn, 
and 120 other features.  The verification area selects the interest 
areas of various features: 60 peach trees, 35 weeds, 30 corn and 60 
other ground features.  The statistical values of texture, vegetation 
index and reflectance extracted from each region of interest of 
peach trees, corn, weeds, and other types of ground objects are used 
as sample features. 

 
a. Verification area  b. Target area 

 

Figure 5  Verification area and target area 
 

The feature data in all data sets in the target area are randomly 
divided into training set and test set at a ratio of 3:1.  The training 
set is used for the training of the supervised model, and the test set 
is used for the accuracy verification of the feature data set and the 
model selection.  The SVM is used to supervise and classify each 
feature set.  All data are normalized, and the classification model 
is trained using 10-fold cross-validation.  All processing is 
implemented by Python programming. 

3  Experimental results and analysis 

3.1  Precision appraising 
Use SVM to supervise and classify 4 sets of feature data sets to 

obtain classification models with different classification accuracy.  
This article uses Accuracy, Precision, Recall and F1 values to pair 
A, B, C, D.  4 types of feature sets are trained for classification 
results for accuracy evaluation.  The calculation methods of the 
four evaluation indicators[15] are as follows: 

TP TNACC
TP TN FP FN

+
=

+ + +              
(2) 

TPP
TP FP

=
+                    

(3) 

TPR
TP FN

=
+                    

(4) 

1
2PRF
P R

=
+                     

(5) 

In the formula: TP, TN, FP, FN are true cases, true negative 
cases, false positive cases, and false negative cases respectively.  
The accuracy rate is the proportion of the number of correct 
predictions to the total number of samples, and the accuracy rate 
represents the cases classified as positive cases Actual is the 
proportion of real cases, and the recall rate is the proportion of all 
cases that are actually positive cases are predicted to be positive 
cases, which is equivalent to Sensitive.  The classification 
accuracy evaluation results obtained by using SVM to supervise 
and classify the 4 types of feature data sets are shown in the table.  
Shown in 2. 

 

Table 2  Evaluation and comparison of classification accuracy 
of four feature sets 

Test set Feature
set 

Accuracy of 
training set Accuracy/% Precision/% Recall/% F1 

A 91.324 88.774 90.428 90.327 90.377

B 47.273 53.860 43.590 85.00 57.627

C 90.864 87.734 87.652 87.413 87.532

D 93.436 90.649 92.631 92.574 92.602
 

As shown in Table 2, the classification accuracy of the 
classification model derived from the D feature data set is the 
highest, and the accuracy of the test set can reach 90.649%.  The 
classification model derived from the A feature data set is better 
than the C feature data set.  The classification model obtained 
from the training of the B feature data set has the worst accuracy.  
The results show that the full feature data set has the best effect on 
the construction of the classification model, and the accuracy is the 
highest.  The classification model obtained from the spectral 
feature data set training has the best effect on the test set.  The 
accuracy rate can reach 87.734%.  Using the ReliefF algorithm to 
filter texture and spectral features separately, the feature data set 
obtained by dimensionality reduction is used to construct the 
classification model.  The effect of the classifier is better than the 
two single feature data sets, and the accuracy of the test set is up to 
88.774%, the accuracy rate of the classification model constructed 
by the texture feature set is the worst. 
3.2  Verify the comparison and analysis of the effect of region 
classification 

SVM support vector machine is used to supervise and classify 
4 sets of feature data sets, and the training classification model is 
used to identify the features in the verification area image, and the 
features in the verification area are verified through the 
classification of the features obtained from the field survey and  
manual selection.  The sample of interest is selected as the ground 
truth value for verification.  The classification image of the 
verification area is shown in Figure 6, and the confusion matrix of 
the classification result is shown in Table 3. 

 
c. ReliefF feature set d. Texture feature set 

 
e. Spectral feature set f. Whole feature set 

 

Figure 6  Verification on the classification effect of different 
feature sets in the area 
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Table 3  The result of verification zone classification confuses 
the matrix 

Feature 
set 

Relief 
objects Else Peach Mazie Weed Kappa Overall 

accuracy

Else 98.33 0.19 0.37 0 

Peach 1.3 96.85 31.48 16.51 

Mazie 0.37 1.48 67.78 0 
A 

Weed 0 1.48 0.37 83.49 

0.86 90.09

Else 91.30 19.81 52.59 21.27 

Peach 0.19 80.19 0 78.73 

Mazie 8.33 0 24.81 0 
B 

Weed 0.19 0 22.59 0 

0.42 59.64

Else 96.3 0 0.37 0.95 

Peach 2.04 94.63 27.41 31.75 

Mazie 8.33 4.63 70.74 0 
C 

Weed 0.19 0.74 1.48 67.3 

0.81 86.12

Else 100 0.19 0 2.22 

Peach 0 80.37 6.67 0.63 

Mazie 0 0.19 93.33 0 
D 

Weed 0 19.26 0 97.14 

0.89 92.01

 

The results show that the classification accuracy of feature data 
set D is the highest, the overall accuracy can reach 92.01%, and the 
Kappa coefficient is 0.89.  The overall accuracy of the 
classification results obtained from the A feature data set is 90.09%, 
and the Kappa coefficient is 0.86.  The accuracy of the 
classification result obtained from the C feature set is lower than 
the accuracy of the classification result of the A group, and the 
classification result of the B feature set is the worst.  From the 
classification result, the texture feature cannot effectively 
distinguish the two types of peach and weed features, and there is a 
misclassification between the features and the phenomenon of 
missing points, resulting in a decrease in classification accuracy. 

The performance of using a single category feature is poor.  
The overall accuracy of the classification results obtained from the 
B and C feature sets are lower than the A and D feature sets.  The 
D data set contains all the feature data and the classification results 
have the highest accuracy, the data set of group A is the feature set 
obtained by reducing the dimensionality of the spectral features and 
texture features by the ReliefF algorithm.  It contains 11 features, 
which is 18 fewer features than the full feature set.  However, this 
method takes into account the spectral and texture features in a 
balanced manner.  It ensures that the two major features are 
reasonably used for the classification and recognition of features.  
Although the overall accuracy of the classification result of the A 
feature data set is lower than that of the D feature data set, the 
accuracy is reduced to a small extent, and the error is within an 
acceptable range.  The dimensionality reduction of the data set 
can improve the computational efficiency of the model, screen the 
features that have high correlation and get rid of features less 
contributions. 

4  Discussion 

Satellite remote sensing data is mostly used in the research of 
ground feature classification.  Due to its high cost, large impact by 
weather, low resolution, etc., it is not suitable for the classification 
research of small area farmland.  UAV remote sensing is widely 
used in in the classification research of farmland for its advantages 
of feasibility, low cost, and high spatial resolution.  This paper 
applied UAV remote sensing technology to obtain farmland 

multispectral images through feature extraction to construct feature 
data sets, and SVM support vector machines are used to analyze 
different feature sets.  Supervised classification is carried out, and 
a better method for classification of farmland multispectral image 
features is obtained.  This research provides a reference for 
quickly obtaining farmland planting structure.  However, there are 
many types of farmland crops and complex planting structures.  
The collected images are affected by time and weather.  The green 
vegetation has shadows.  At the same time, the difference in 
spectral reflectance of different green vegetation in the test area is 
small, and there is a phenomenon that the same spectrum 
corresponds to different crops.  The texture characteristics of 
maize and weeds in the seedling stage are less different.  These 
have caused the reduction of ground feature recognition accuracy.  
For peach trees and maize and weeds, there are omissions and 
misclassifications, and the DSM elevation information may be 
added in the later period.  The classification accuracy of the 
ground features, and the use of multi-temporal data to classify the 
ground features can be considered, which will be explored in the 
next experiment. 

5  Conclusion 

Through the ReliefF algorithm and the combination of 
different feature attributes, two feature selection methods are used 
to filter the crop texture features and spectral features of the 
multi-spectral image after the dimensionality reduction of the 
principal component analysis, and the four sets of feature data are 
monitored through the support vector machine classification model.  
Set classification, compare the classification accuracy and 
classification results, obtaining the optimal classification feature 
data set, and realizing the efficient and accurate classification of 
different crops in the farmland.  The results show that: 

Use the ReliefF algorithm to screen the extracted spectral and 
texture features, and use SVM to supervise and classify the feature 
data set, verifying that the overall classification accuracy is 90.09%, 
and the Kappa coefficient is 0.86.The classification model obtained 
by fusing the full feature set of multiple features including all 
texture and spectral feature information has the best classification 
effect.  The classification accuracy of the test set can reach 
90.649%, the overall classification accuracy of verification is 
92.01%, and the Kappa coefficient is 0.89.  Comparing the 
classification results obtained from different feature sets, the group 
D with full feature data set has the best classification effect, the B 
and C group feature data sets have poor classification accuracy, and 
the A group feature data set has better classification results, and the 
A group feature data set has better classification results, with better 
efficiency. 
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