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Abstract: The electronic tongue system based on virtual instrument technology was used to qualitatively analyze the wheat, 
which achieves rapid and objective evaluation analysis of aged wheat with different storage years.  In view of the complex 
output signal of the electronic tongue and the large amount of data, the Discrete Wavelet Transform was used to extract the 
eigenvalues of the original data to reduce the data dimension size.  On this basis, the improved particle swarm optimization 
algorithm was used to optimize the parameters of Least squares support vector machine, and the analysis model of wheat 
storage age was established.  The experiments exhibited that the DWT-IPSO-LSSVM model had better classification 
performances than other pattern recognition models, such as DWT-GA-LSSVM, DWT-AF-LSSVM and DWT-PSO-LSSVM.  
The results showed that the accuracy of the training set, the accuracy of the test set, overall classification accuracy and Kappa 
coefficient of the proposed combined model in this paper were 95%, 92%, 91% and 0.88 respectively.  This research indicated 
that the electronic tongue system combined with proposed model can be used to identify and discriminate the aged wheat with 
different storage years. 
Keywords: electronic tongue, wheat storage year, discrete wavelet transform, improved particle swarm optimization, least 
squares support vector machine 
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1  Introduction  

Wheat is one of the main grain reserves in China, and its 
quality affects people’s quality of life and health directly.  With 
the increase of storage time, the stocked wheat gradually ages with 
the possibility of moldy.  The consumption of moldy wheat may 
cause acute poisoning and a variety of gastrointestinal diseases.  
At present, the common methods for detecting grain aging degree 
include sensory detection method, guaiacol reaction method, 
tetrazolium salt staining method and infrared spectrum analysis 
method.  The sensory evaluation mainly relies on human sensory 
organs, which is susceptible to external interference and exist the 
disadvantage of strong subjectivity and poor repeatability[1].  The 
coloration time and color of guaiacol reaction method are difficult 
to grasp accurately for wheat with similar storage time because of 
the unobvious difference in color depth[2].  The titration endpoint 
is difficult to judge, which causes the results of different operators 
are not comparable[3].  The infrared spectrum analysis method is 
expensive, bulky, and inconvenient to carry[4].  In general, these 
methods are difficult to meet the need for rapid on-site inspection 
of stored wheat.  Therefore, it is urgent need to develop and 
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establish new technologies that are efficient, convenient and 
achieving on-site testing for aged wheat.   

The electronic tongue is a new type of detection instrument 
which employs multi-sensor array and multivariate statistical 
analysis method to analyze complex solution.  It has the 
advantages of simple operation, rapid detection, portability, good 
reproducibility and strong objectivity, etc.  In recent years, it has 
been successfully applied to the analysis and detection of tea[5], 
water[6], wine[7] and meat[8].  Nevertheless, to the best of our 
knowledge, it has seldom been reported to detect the storage years 
of wheat.  The pattern recognition technology is the key 
technology for electronic tongue signal processing.  This process 
mainly includes two stages: feature value extraction and 
classification recognition.  At present, the common feature 
extraction methods mainly include cross-sectional area method, 
principal component analysis method, Fourier transform and 
wavelet transform.  However, the cross-sectional area method and 
principal component analysis only extract the finite 
characterization parameters in the signal, and the extracted 
information cannot fully reflect the sample information[9,10].  The 
Fourier transform is suitable for feature extraction of stationary 
signals, which only characterizes time-domain or 
frequency-domain information[11-12].  For the classification 
recognition method, the common used algorithms mainly include 
neural network[13], support vector machine[14], random forest[15], 
extreme learning machine[16], etc.  However, these methods are 
limited by the difficulty of selection parameter. 

In this paper, a laboratory-developed electronic tongue system 
is applied to realize qualitative discrimination and analysis of aged 
wheat.  According to the characteristics of the electronic tongue 
response signal, the Discrete Wavelet Transform (DWT) is 
employed to preprocess the electronic tongue signal, and the 
Improved particle swarm optimization (IPSO) is applied to 
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optimize the parameters of the Least squares support vector 
machine (LSSVM).  Finally, a wheat aging detection model was 
established, which was designed to provide the theoretical basis 
and technical support for grain storage. 

2  Materials and methods 

2.1  Experimental materials and sample processing 
The experimental wheat was provided by the national grain 

reserve in the eastern suburbs of Zibo city, Shandong province of 
China.  The reserve conditions of wheat strictly followed the 
national standard of China.  Five kinds of aged wheat samples 
were collected in June 2018, which are harvest from 2013 to 2017.  
The collected samples were selected and screened at room 
temperature to remove impurities and debris.  Before the 
experiments, five kinds of aged wheat were accurately weighed.  
Then 30 g samples were placed in a beaker, soaked in 200 mL pure 
water at 100°C for 20 minutes, and filtered by filter paper.  In 
order to avoid the influence of electrode surface residue, Al2O3 
grinding powder was used to polish the electrode, and deionized 
water was used to clean the electrode surface. 
2.2  Electronic tongue system 

The self-developed electronic tongue system is mainly 
composed of the sensor array, signal conditioning circuit, data 
acquisition card, and LabVIEW software system.  The structure 
and physical diagram of the electronic tongue system are shown in 
Figure 1.  The virtual machine software controls the data 
acquisition card to generate an excitation signal, which is applied to 
the sensor array through the signal conditioning module.  The 
electrochemical reactions occur on the sensor surface and generate 
a weak current response signal.  Then the response current is 
collected, converted and filtered by the signal conditioning module, 
and then sent to the data acquisition card for A/D conversion.  
Finally, the signal is transfer to the computer for signal processing 
and pattern recognition analysis[17]. 

 
a. Physical picture of electronic tongue 

 
b. The structure diagram 

Figure 1  The electronic tongue instrument 
 

2.3  Data analysis method 
2.3.1  Discrete Wavelet Transform 

DWT is an efficient, simple and fast joint analysis method in 
time and frequency domain, which can analyze signals with 
multi-resolution, adaptive and time-frequency domain 
localization[18].  In this paper, according to the characteristics of 
the response signal, the Mallat wavelet decomposition is used to 
analysis the signal of electronic tongue.  The formula is as 

follows: 
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where, j
kp  is low frequency components of original signal after 

Wavelet decomposition; j
kr  is the high frequency component of 

the original signal after wavelet decomposition; α and β are 
low-pass filter and high-pass filter respectively; αm–2k and βm–2k are 
low-pass filter coefficients and high-pass filter coefficients 
respectively; j is the number of decomposed layers.  After wavelet 
decomposition, the high-frequency components in the signal are 
removed.  Only the low-frequency components are retained, 
which does not cause the loss of valid information in the original 
signal.  Therefore, the electronic tongue data can be efficiently 
compressed and feature extracted. 

The inverse reconstruction of the Mallat reconstruction 
algorithm can obtain the compressed reconstructed signal.  This 
signal maintains the basic waveform characteristics and effective 
information compared with the original signal.  The Mallat 
reconstruction algorithm is as follows: 
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Mother wavelets and decomposition level are two important 
parameters that influenced the compression effect of DWT.  
Different mother wavelets have different time-domain and 
frequency-domain features, which extract different feature 
information from the original signal.  The number of 
decomposition layers determines the size of the final data and 
affects the classification performance of the model[19].  For 
optimizing the number of mother wavelet and wavelet 
decomposition layers, the similarity coefficient R is introduced to 
evaluate the compression effect of DWT.  The calculation formula 
of similarity coefficient R is:  

cov( , )
cov( , ) cov( , )

i jR
i i j j

=
⋅

               (3) 

where, i is original signal data point, j is reconstruction of signal 
data points by DWT compression, cov(i, j) represents covariance 
for two sets of signals.  The larger the correlation coefficient is, 
the compressed and reconstructed signal is closer to the original 
signal, which means the information extraction effect is better.   
2.3.2  Least squares support vector machine 

Support vector machine (SVM) is a supervised machine 
learning method based on statistical learning theory[20].  Least 
squares support vector machine (LSSVM) is a new improved 
model for support vector machine, which is based on the principle 
of structural risk minimization.  It uses the least squares linear 
system to solve the regression classification problem, which 
reduces the computational complexity and improves the solution 
speed.  By changing the empirical risk from the first power to the 
second power, and replacing the inequality constraints with 
equality constraints, the LSSVM can be described as: 

2

1

1 1min ( , , )
2 2

n
T

i
i

J b e eω ω ω γ
=

= + ∑            (4) 

where, ω is the weight vector; γ is the regularization parameter; ei 
is the error vector, and b is the offset. 

The prediction function of LSSVM is: 
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Different kernel functions K(xi·x) in LSSVM can implement 
different algorithms.  Currently, the common used kernel 
functions include polynomial kernel function, Sigmoid kernel 
function and radial basis kernel function.  Due to good 
applicability of radial basis kernel function to low-dimensional and 
high-dimensional data, this study uses radial basis kernel as kernel 
function of LSSVM model[21].  The radial basis kernel can be 
expressed as: 
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where, X is input variable; Xi is center point of RBF function; σ is 
the Kernel function parameter. 

The penalty factor C and the kernel parameter σ are two 
important factors that affect the predictive power and 
generalization ability of the LSSVM model[22].  The penalty factor 
C can achieve the balance between minimizing the training error 
and the model complexity.  The kernel parameter σ determines the 
nonlinear mapping from the sample space to the high-dimensional 
feature space.  Therefore, in order to improve the accuracy of the 
model, it is necessary to optimize the penalty factor and kernel 
parameter of the LSSVM. 
2.3.3  The model of IPSO-LSSVM 

In this paper, the improved particle swarm optimization (IPSO) 
is used to optimize σ and C of LSSVM, which can reduce the 
blindness of subjective experience and improve its prediction 

performance to a large extent.  The vector 1 2[ , , , ]T
i i i iDX x x x=  

represents the position of the i-th particle in the d-dimensional 
search space, which is a potential solution of the problem.  
According to the objective function, the fitness corresponding to 
the position of each particle can be calculated.  vi = [vi1, vi2, …, 
viD]T

 is the velocity of the i-th particle.  The global extremum of 
the population is Pg = [pg1, pg2, pgD]T.  In the iterative process, the 
particles update their own speed and position by the individual 
extreme and global extreme values.  The update formula is 

1
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where, k is the current iteration number; vid is particle velocity; c1, 
c2 is acceleration factor, and r1, r2 random number distributed 
between [0, 1]. 

In the early stages of evolution, particles are expected to have 
better exploration capabilities.  With the increase of the number of 
iterations, particles are expected to have better development 
capabilities[23].  In the particle swarm algorithm, c1 and c2 are the 
self-learning factors and social learning factors, respectively.  In 
this paper, the dynamic adjustment of self-learning factors and 
social learning factors are adopted, and the specific adjustment 
strategies are as follows: 
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where, c1s, c1e, c2s, c2e are the initial value and final value of c1 and 
c2, respectively; kmax is the maximum number of iterations. 

The objective function is defined by using IPSO optimization 
LSSVM. 

( )2

1
min ( , )

m

i i
i

f C x xσ
=

= −∑ min max min max( [ , ],  [ , ])C C C σ σ σ∈ ∈ (10) 

where, xi is the output value of the i-th known sample, and ix  is 
the model prediction value of the LSSVM for the i-th sample. 

The idea of IPSO-LSSVM is to search a set of parameters (c, σ) 
by an iterative algorithm to minimize the objective function of the 
formula (10).  The specific implementation steps are shown in 
Figure 2, which is as follows: 

(1) Input five storage years aging wheat sample data as training 
sample set. 

(2) Set the relevant parameters of the model and initialize the 
position and velocity of the particles.  Each particle corresponds 
to a set of kernel function parameters σ and penalty factor 
parameters C of the LSSVM in the D-dimensional search space.  
The LSSVM prediction model is established by the parameters and 
the training samples input in step (1). 

(3) Calculate the fitness value of each particle from Equation 
(10).  Set the fitness function as the mean square error of the 
model prediction. 

(4) Determine whether the termination conditions are met.  If 
condition is satisfied, the iteration ends and the optimal parameters 
(c, σ) are output.  Otherwise, continue to step (5). 

(5) Update the position and velocity of the particles according 
to formula (7), formula (8), and formula (9). 

(6) The detection model of aged wheat based on IPSO-LSSVM 
was established by using the optimal parameter combination and 
training samples. 

 
Figure 2  IPSO optimized LSSVM flow chart 

3  Results and Discussion 

3.1  Electronic tongue response signal 
Figure 3 shows the electronic tongue response signal of a 

wheat sample excited by a large pulse signal at eight working 
electrodes.  It can be clearly seen from the Figure 3 that there are 
large differences in the response signals of the eight working 
electrodes.  For the sake of avoiding the complexity of the 
experimental data, the electrode which is as small as possible and 
include the overall information of the sample should be selected.  
After several validation experiments, it was found that the 
electrodes of glassy carbon, nickel, palladium, platinum, tungsten, 
titanium, gold and silver can basically reflect the overall 
information of wheat.  Therefore, in this experiment, these eight 
precious metal electrodes were used to detect and analyze wheat of 
different ages.  After test by electronic tongue, 8000 original data 
points can be obtained from each sample, and the total data matrix 
of 100×8000 can be obtained for five years of wheat. 
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Figure 3  The response curve of electronic tongue. 

 

3.2  Data preprocessing 
The output signal of the electronic tongue is complex.  At the 

same time, due to the low selectivity and interaction sensitivity of 
the sensor, there is a large amount of redundant information and 
external noise exist in the detected data[24].  Therefore, The 
Discrete wavelet transform (DWT) was used to extract the 
eigenvalues of the collected data for reducing the amount of data. 

The mother wavelet and decomposition layer of DWT are two 
important parameters that influenced the decomposition effect of 
wavelet decomposition.  According to the characteristics of the 
electronic tongue response signal, Symlets, Daubechies, Haar and 
Coiflets mother wavelet functions were used to decompose the 
electronic tongue response signals into 6-9 layers, respectively.  
The waveform similarity coefficient R (the larger R indicates the 
higher similarity between the two waveforms) is obtained by 
approximation coefficient reconstructed signal and the original 
signal, with the result is shown in Figure 4.  It can be seen that as 
the number of decomposition layers increases, the similarity 
coefficient shows a trend of increasing and then decreasing, 
indicating that as the number of decomposition layers increases, 
more redundant information can be reduced.  The increase of 
decomposition layers led to the reduction of the amount of data, 
which caused excessive loss of effective information.  In order to 
keep the original information characteristics and obtain the optimal 
compression effect, the parameters with large similarity coefficient 
R was selected.  Through experimental observation, the mother 
wavelet of sym4 and the decomposition layers of 8 were selected, 
in which the similarity coefficient R is 0.9786.  After DWT 
compression processing, the original data was changed from 
100×8000 to 100×60, which greatly reduces the amount of data. 

 
Figure 4  Parameter Optimization of DWT 

3.3  Qualitative analysis of aged grain based on DWT – IPSO - 
LSSVM 

In order to accurately distinguish the five storage years of aged 
wheat, the data processed by DWT was used as the input data of 
the model, and the improved particle swarm optimization algorithm 
optimized Least squares support vector machine model was used to 
make a qualitative analysis of the wheat with five storage years.  
The initialization parameters of improved particle swarm 
optimization are set as follows: The particle swarm dimension is 2, 
the number of particles in each particle swarm is 40, and the 
maximum number of iterations is 100.  A sample of 75 (15 in 
each group, 5 in total) was used as the training set, and 25 (5 in 
each group, 5 in total) samples were used as test sets.  The 
obtained test sample confusion matrix diagram was shown in 
Figure 5, in which the abscissa is the target category, the ordinate is 
the prediction category, and 1-5 respectively represents the aged 
wheat with 5 storage years.  It can be seen that one sample of the 
three-year aged in the test sample was misclassified as a four-year 
aged wheat, and one sample of four-year aged wheat was 
misclassified as a five-year aged wheat.  The rest of the samples 
showed no confusion, and the overall recognition rate of the test set 
reached 92%.  The DWT-IPSO-SVM model exhibits a good 
ability to differentiate aged wheat, which can effectively identify 
wheat of different ages. 

 
Figure 5  Sample confusion matrix of DWT-IPSO-LSSVM model 

 

3.4  Model verification and comparative analysis 
In order to verify the advantages of IPSO, a set of comparative 

experiments was carried out by using DWT-IPSO-LSSVM and 
DWT-PSO-LSSVM models respectively.  The parameters of the 
traditional particle swarm optimization algorithm and the improved 
particle swarm optimization algorithm are same.  The iterative 
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convergence curves of the two algorithms are shown in Figure 6.  
It can be seen from the Figure 6 that the mean square error of the 
DWT+IPSO+LSSVM decreases rapidly in the early stage of 
optimization, and then the decline gradually slows down, finally 
tends to a constant value gradually.  The iterative convergence 
curve of the DWT+PSO+LSSVM also decreases rapidly, then 
slowly declines, but the convergence speed is slower.  Under the 
same number of iterations, the improved particle swarm 
optimization has a better convergence effect than the traditional 
particle swarm optimization algorithm.   

 
Figure 6  Iterative graph of IPSO optimization LSSVM 

 

In order to further verify the performance of the 
DWT-IPSO-LSSVM model, based on the data preprocessed by 
DWT, the parameters of the LSSVM model were optimized by 
IPSO and then the wheat samples of five aging years were detected.  
At the same time, the classification performance were compared by 
the Genetic algorithm optimization Least squares support vector 
machine (GA-LSSVM) model and the Artificial fish swarm 
algorithm optimization Least squares support vector machine 
(AF-LSSVM) model. 

The DWT- GA-LSSVM, DWT-AF-LSSVM and 
IPSO-LSSVM models with the same size and the maximum 
number of iterations are selected for comparative analysis.  Based 
on the same data source, the model is trained by the training set.  
The classification performance of the model is verified by the test 
set.  The evaluation index of the model contains the accuracy of 
the training set, the accuracy of the test set, the overall 
classification accuracy (OA) and kappa coefficient (K).  Table 1 
shows the results of the classification of five storage years of wheat 
for each model.  OA represents the ratio of the number of samples 
correctly classified to the number of all samples.  The kappa is an 
index for determining the degree of conformity between the 
classification result and the actual result.  The formula of each 
evaluation index is as follows: 

1 1
2

1

N N
kk ki ikk i

N
ki iki

N a a a
K

N a a
= =

=

−
=

−
∑ ∑

∑
             (18) 

1

1
, 1

1
N

N
kkk

kkN
kiki k

a
OA a

na
=

=
=

= =∑ ∑
∑

              (19) 

where, N represents the number of categories of samples; akk 
represents the number of correctly classified samples in each type 
of sample; n is the total number of samples; aik represents the total 
number of samples of the first type, and aki represents the number 
of samples predicted to be the i-th class. 

According to the classification results of several classification 
methods, it can be seen that different optimization algorithms have 

a great impact on the classification effect of LSSVM.  Among the 
three classification models of DWT-GA-LSSVM, DWT-AF- 
LSSVM, and DWT-IPSO-LSSVM, the DWT-GA-LSSVM 
processes the worst classification effect.  The accuracy of the 
training set, the accuracy of the test set, overall classification 
accuracy and the values of kappa coefficients are 90%, 81%, 89%, 
and 0.80 respectively; DWT-IPSO-LSSVM has the best 
classification effect.  Compared with the indexes of performance 
of DWT-AF-LSSVM, the indexes of performance of DWT-IPSO- 
LSSVM are increased by 2%, 5%, 1% and 0.04 on accuracy of the 
training set, accuracy of the test set, overall classification accuracy 
and kappa coefficient, respectively.  This results can be explained 
by the poor local optimization ability of GA, which is prone to the 
premature phenomenon; AF has large blindness and randomness, 
which makes this algorithm slow to converge and easily fall into 
local optimum in the later stage; The proposed IPSO model is 
improved on the basis of PSO, which can accelerate the 
convergence speed in the later stage, and has better optimal 
solution.  In addition, the classification accuracy of the imported 
IPSO-LSSVM model without DWT pre-processing is much lower 
than that of the DWT-IPSO-LSSVM model.  The DWT can 
remove a large amount of noise and interference information, which 
greatly improve the operation speed and accuracy of the model. 

 

Table 1  Model classification results 

 The accuracy of the 
training set 

The accuracy 
of the test set OA Kappa

DWT-GA-LSSVM 90 % 81% 89% 0.80 

DWT-AF-LSSVM 93% 87% 90% 0.84 

IPSO-LSSVM 92.33% 86% 90.5% 0.87 

DWT-IPSO-LSSVM 95% 92% 91% 0.88 
 

4  Conclusion  

(1) In view of the complexity of traditional wheat detection 
methods, a discrimination model based on electronic tongue 
technology is proposed.  The DWT-IPSO-LSSVM model was 
used to identify 5 different storage years of wheat samples.  The 
results show that the model has a good classification effect, which 
can provide theoretical basis and technical support for the 
discrimination of aged grain. 

(2) Experiments show that the classification effect of the DWT 
pre-processed model is significantly better than the classification 
model without data pre-processing.  It shows that DWT 
pre-processing can effectively retain wheat information, eliminate 
noise interference information and compress the data volume of 
electronic tongue. 

(3) In order to solve the uncertainty of the penalty factor and 
kernel function in the LSSVM model, an improved particle swarm 
optimization algorithm was proposed to optimize the LSSVM.  
This algorithm has the advantages of fast optimization speed, high 
precision, and strong ability to avoid local optimization. 
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